Influences of Tidal Fronts on Coastal Winds Over an Inland Sea
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Abstract A regional numerical model of the atmosphere was applied to an inland sea, the Seto Inland Sea in Japan, to study the influence of sea-surface temperature (SST) variations, accompanied by a tidal front, on the coastal winds in summer when tidal fronts fully develop. After confirmation of the model performance, two sensitivity simulations, which used spatially uniform SST with the highest and lowest values over the study area, were performed. The control and sensitivity simulations show that the mean wind speeds were apparently reduced by the low SST and the SST gradient accompanying the tidal front. The comparison of the terms in the momentum equations in control and sensitivity simulations indicates that the change of the perturbation pressure gradient force with the SST gradient is the most important factor in the modification of near-surface winds with SST variations. When the air flows across a tidal front, the air cools over the low SST area and warms over the high SST area. Consequently, the surface perturbation pressure increases over the low SST area and decreases over the high SST area. This adjustment in surface perturbation pressure produces an additional pressure gradient force with direction from the low SST area to the high SST area that decelerates the surface wind in the area upwind of the tidal front and accelerates the surface wind downwind of the tidal front.
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1 Introduction

The influences of sea-surface temperature (SST) fronts on atmospheric processes have been reported in many regions such as the eastern Pacific equatorial area (e.g. Lindzen and Nigam 1987; Wallace et al. 1989), the Gulf Stream (Mahrt et al. 2004; Song et al. 2006; Minobe et al. 2008), and the Kuroshio and the Kuroshio extension (Nonaka and Xie 2003). These observation- or simulation-based studies indicate a positive correlation between surface winds and the SST (Xie 2004; Chelton et al. 2001, 2004; Chelton 2005). In addition, wind convergence, humidity, wind stress curl and the structure of the marine atmospheric boundary layer are also affected by SST fronts (Small et al. 2008).

According to Yanagi and Koike (1987), oceanic fronts can be classified into three types: coastal water fronts, shelf fronts and open ocean fronts. Compared to continental shelf and open ocean fronts, the modification of the surface wind by the coastal water front has been less studied. There are four major types of coastal water fronts (Yanagi and Koike 1987): an estuarine front located near a river mouth and essentially a salinity front; a thermal effluent front close to a power plant for which scale and location are limited; a thermohaline front formed in winter in a transition zone between cold coastal water and warm oceanic water outside a bay or an inland sea; and a tidal front formed in summer in a transition zone between vertical well-mixed water and stratified water inside a bay or an inland sea. Amongst these types, the tidal front has the highest potential to affect the winds inside a bay or an inland sea, due both to its location of formation and its formation season.

Two hypotheses have been proposed to explain the mechanism of the surface wind response to oceanic SST fronts. With an application of a one-dimensional planetary boundary-layer model to the response of the surface winds to tropical instability waves in the eastern equatorial Pacific, Lindzen and Nigam (1987) found that the horizontal structure in the marine atmospheric boundary-layer wind field is mainly driven by horizontal pressure gradients developing in response to the boundary-layer baroclinicity induced by the underlying SST gradient. Song et al. (2006) suggested that the perturbation pressure gradient resulting from thermal forcing with SST fronts accounts for the decrease in wind speed when air moves from warm water to cold water in the Gulf Stream region and for the increase in wind speed when air moves from cold water to warm water. They also found that the adjustment of the surface wind in response to the front occurred as a result of vertical motions induced by the horizontal convergence/divergence, while advection and Coriolis forces are additional factors.

Wallace et al. (1989) and Hayes et al. (1989) presented an alternative hypothesis. From the fact that surface winds are strongest over warm water to the north of the strongest SST gradients in the eastern equatorial Pacific, they argued that the vertical momentum transport by convective mixing, which brings fast moving upper layer air down to the surface layer, is the dominant process in the intensification in surface winds over warm water. Recently, Skyllingstad et al. (2007) applied a two-dimensional large-eddy simulation model to study the mean wind response to an SST front, and found that the turbulent momentum flux divergence dominates the velocity field tendency while the pressure forcing accounts for relative small changes to the momentum flux. Therefore, the debate over the mechanism has not been resolved yet (Small et al. 2008).

The Seto Inland Sea is a semi-enclosed coastal sea surrounded by the Honshu, Shikoku and Kyushu Islands of Japan (Fig. 1b). Its coastline is complex due to the presence of many peninsulas and islands, which divides the sea into wide basins and narrow channels (Takeoka 2002). The difference in vertical mixing ability caused by the strong tidal currents in the channels and the weak tidal currents in the wide basins induces the formation of tidal fronts.
Fig. 1 Map of model domains (a). D1, D2 and D3 denote three model domains in Seto-MM5. The Seto Inland Sea is surrounded by Honshu (H), Shikoku (S) and Kyushu (K) Islands. Detailed map of D3 domain (b), in which H. Str. denotes the Hayasui Strait, H. Bay denotes the Hiroshima Bay, and black dots denote the AMeDAS observatories.

Fig. 2 Topography of D3 domain (a). The mean SST in August from 1964 to 1993 in the D3 domain (b) used in the control simulation of Seto-MM5. Initial conditions for surface winds and surface pressures are shown in (c) and (d).
around the narrow channels in summer (Yanagi and Okada 1993). The SST around tidal fronts is lower inside the channel than outside it (Fig. 2b), and this apparent SST gradient can be observed from May to September in the Seto Inland Sea (Yanagi and Koike 1987). The presence of tidal fronts in summer is a common feature in many island seas and bays (Simpson and Hunter 1974).

In addition to seasonally mean winds, the diurnal wind variation is an important feature of the coastal wind. The sea/land breeze is a representative diurnal wind system in inland seas. The difference in the heating capacity of land and the adjacent water mass is the essential cause of the development of the sea/land breeze. Diurnal variations in ground temperature, static stability, Coriolis force, prevailing wind, and topography including the size and shape of land and coastline also affect the development of sea/land breeze (Simpson 1994). Mizuma (1995, 1998) has described the sea/land-breeze system in the Seto Inland Sea, but did not pay attention to either the spatial structure of the sea/land breeze offshore or the influence of the SST front on the sea/land-breeze system in the Seto Inland Sea.

According to the studies on the influence of SST fronts on the wind fields over the open ocean (Small et al. 2008), we expect that tidal fronts affect the coastal winds to some extent. In addition to the influences of tidal fronts on seasonally mean winds and the diurnal cycle, we need also to understand the mechanism responsible for the response of coastal winds to tidal fronts, since the spatial scale of tidal fronts is different from SST fronts in the open oceans. For these purposes, a regional atmospheric model was used firstly to reproduce a typical summer wind field in the western Seto Inland Sea and then to examine the influence of tidal fronts on coastal winds.

The model configuration and necessary data are described in Sect. 2. In Sect. 3.1, the model results are compared with observations; in Sect. 3.2, the horizontal distribution of mean wind and diurnal wind variations along the coast of the western Seto Inland Sea are presented. In order to examine the influence of SST gradient on the mean wind and diurnal wind variations, two sensitivity experiments with spatially uniform low and high SSTs were carried out. The comparison of the two sensitivity experiments with the control simulation is given in Sect. 3.3. Changes in the terms of the momentum equations with SST are presented in Sect. 4 and a summary is given in Sect. 5.

2 Model Configuration and Data

In this study, the fifth-generation Pennsylvania State University–National Center for Atmospheric Research Mesoscale Model (MM5) was applied to an inland sea, the Seto Inland Sea in Japan, to examine the response of coastal winds in summer to tidal fronts. MM5 has been used extensively to simulate the atmospheric processes over the ocean (e.g. Song et al. 2004, 2006; Chen et al. 2005). The model for the Seto Inland Sea (hereafter called Seto-MM5) includes three nested domains: D1, D2 and D3, with a horizontal resolution of 9, 3 and 1 km respectively (Fig. 1a). The outermost domain (D1) covers western Japan; the middle domain (D2) covers the entire Seto Inland Sea, and the innermost domain (D3) focuses on the western Seto Inland Sea (Fig. 1b) where the tidal front is apparent (Fig. 2b). Two-way nesting was used so that the interactions between domains are considered.

The model topography was produced from the United States Geological Survey (USGS) data; the resolution of the original USGS data was 9 min for D1, 2 min for D2, and 30 s, i.e., the standard global 30 arc second elevation data, for D3. The land use and vegetation data were also obtained from the USGS global land cover characteristics database with 24 vegetation categories (Grell et al. 1994).
The medium range forecast planetary boundary-layer scheme in MM5 was chosen in our simulations since it is an efficient scheme based on the Troen–Mahrt non-local vertical diffusion theory (Troen and Mahrt 1986), and has been demonstrated to successfully simulate realistic daytime boundary-layer structure (Hong and Pan 1996). The surface roughness length over the water is calculated using Charnock’s equation

\[ z_0 = C u_*^2 / g + o, \]

where \( C \) is the Charnock coefficient (\( = 0.032 \)), \( u_* \) is the friction velocity (m s\(^{-1}\)), \( g \) is the acceleration due to gravity (\( = 9.806 \text{ m s}^{-2} \)), and \( o \) is a small constant (\( = 10^{-4} \)).

Following Lo et al. (2007), who presented the benefit of using the Noah land-surface model (Chen and Dudhia 2001) in simulating the sea/land breeze, we also adopted the same land-surface model. In addition, the simple explicit microphysical parameterisation for cloud water, rainwater, and ice (Dudhia 1993) and the Grell convective parameterisation scheme (Grell 1993) were used in our simulations. A cloud radiation scheme was used for shortwave radiation processes while a rapid radiative transfer model (Mlawer et al. 1997) was used for longwave radiation processes.

The three domains (D1, D2, and D3) in Seto-MM5 were initialised with the grid-point mesoscale model (MSM) re-analysis data, which were produced by the Japanese Meteorological Agency non-hydrostatic model (Saito et al. 2006). The MSM re-analysis data are available from 22.4°N to 47.6°N and 120°E to 150°E with a resolution of 0.1° × 0.125° at 16 pressure levels and a time interval of 3 h (Saito et al. 2006). The lateral boundary conditions for D1 were also supplied by the MSM re-analysis data.

An accurate SST field is an important boundary condition for this study. We used the SST from the Marine Information Research Center (MIRC) in Japan for the domain inside the Seto Inland Sea. The initial MIRC SST is from monthly hydrographic survey data, and is available from 1964 to 1993. Figure 2 shows the SST distribution in the D3 domain in August, averaged over the period of 1964–1993. Two low SST areas are apparent near the Hayasui Strait and south of Aki-nada, respectively (see Fig. 1b for the names used in text: ‘nada’ is a Japanese word denoting a wide-water like bay). For the domain outside the Seto Inland Sea, we used the operational SST and sea-ice analysis data, which combine satellite data from the group for high resolution SST and in situ observations (Stark et al. 2007).

The simulation period was selected as 0000 UTC (0900 LST) 5th August to 0000 UTC (0900 LST) 7th August 2006 when the seasonal winds were weak and the weather conditions stable. The initial conditions for surface winds and surface pressure fields are given in Fig. 2c and d. The observation data used to validate model results were from the Automated Meteorological Data Acquisition System (AMeDAS), operated by the Japanese Meteorological Agency.

3 Results and Analysis

3.1 Comparison with Observations

Both the Seto-MM5 results and MSM re-analysis data were interpolated to all the AMeDAS observatories in the D3 domain (see Fig. 1b for their positions) and compared with observations to confirm the precision of the two models. Two statistical parameters, the root-mean-square-error (RMSE) and mean error (MEAN), were calculated from,

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (X_m^i - X_a^i)^2}{N}},
\]

where \( X_m^i \) and \( X_a^i \) are the modelled and observed values, respectively.

(Springer)
Table 1  Comparison of MSM and Seto-MM5 results with observations from 86 AMeDAS observatories in the D3 domain

<table>
<thead>
<tr>
<th></th>
<th>MSM</th>
<th>Seto-MM5</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE of wind speed (m s(^{-1}))</td>
<td>1.23</td>
<td>1.32</td>
</tr>
<tr>
<td>MEAN of wind speed (m s(^{-1}))</td>
<td>0.94</td>
<td>1.06</td>
</tr>
<tr>
<td>RMSE of temperature (K)</td>
<td>2.08</td>
<td>1.88</td>
</tr>
<tr>
<td>MEAN of temperature (K)</td>
<td>1.81</td>
<td>1.61</td>
</tr>
</tbody>
</table>

The wind speed is at the height of 10 m while the air temperature is at a height of 2 m. See text for definitions of RMSE and MEAN.

![Fig. 3](image-url)  Horizontal distributions of surface temperature at 2-m height simulated by the Seto-MM5 using MIRC SST (a) and that from MSM (b). Time of (a) and (b) was 1500 LST on 6 August 2006, 30 h after the Seto-MM5 simulation commenced.

\[
\text{MEAN} = \frac{1}{N} \sum_{i=1}^{N} \left| X^i_m - X^i_a \right|, 
\]

where \(X_m\) denotes the model variable, \(X_a\) is the corresponding variable for the AMeDAS observations, \(N\) is the data number, and \(i\) is the station number. We choose surface wind speed and surface air temperature as comparison variables. According to Table 1, the Seto-MM5 had the same precision as the MSM at the AMeDAS observatories.

Although the MSM and Seto-MM5 show little difference in the statistical parameters compared to observations over the land, they presented an apparent difference in the horizontal distribution of surface air temperature and winds over the sea. As an example, we present the surface air temperature over the sea from two models in Fig. 3. The surface air temperature in the Seto-MM5 responded well to the two lowest SST areas in the prescribed MIRC SST distribution (Fig. 2b) and showed a clear gradient of the surface air temperature over the sea (Fig. 3a), while for the MSM results the surface air temperature was generally uniform (Fig. 3b).
3.2 Harmonic Analysis on the Near-Surface Winds

According to the wind-fields at every hour (figures not shown here), the surface wind simulated by the Seto-MM5 was stronger over the sea than over the land. The MSM gave a more uniform and weaker wind field than Seto-MM5. An alteration of wind direction can be found in the results of Seto-MM5. The south-westerly landward flow in the daytime turned to a northerly or easterly seaward wind at night over Iyo-nada. This alteration could also be confirmed at the AMeDAS observatories along the coast but was not well represented by the MSM.

To separate the mean and diurnal variation components in the wind fields during the simulation period, we carried out a harmonic analysis, in which eastward and northward components of the wind are represented by following equations,

\[
 u(t) = \bar{u} + a_u \sin \omega t + b_u \cos \omega t + \text{res}_u \quad (3a)
\]
\[
 v(t) = \bar{v} + a_v \sin \omega t + b_v \cos \omega t + \text{res}_v \quad (3b)
\]

where, \( u \) and \( v \) denote the eastward and northward wind component, \( t \) is time, \( \bar{u} \), \( \bar{v} \) are the mean values, \( \omega \) is the diurnal frequency, \( a_u, a_v, b_u \) and \( b_v \) are four harmonic constants for the diurnal variation with the unit of velocity; and \( \text{res} \) is the residual. Using the least squares method to minimize the residual \( \text{res} \), the mean value \( (\bar{u}, \bar{v}) \) and four harmonic constants can be obtained from hourly model results or observations during the simulation period. The diurnal variation of the wind vector forms an ellipse whose major axis and orientation can be calculated from the four harmonic constants. The major axis denotes the magnitude of the diurnal wind variation while the orientation of the axis gives the direction of the strongest diurnal wind component: 48 h of AMeDAS data, Seto-MM5 and MSM results from 0100 UTC on 5 August to 0000 UTC on 7 August were used to calculate the mean values and harmonic constants in Eqs. 3a and 3b.

The daily mean winds at the observatories along the western Seto Inland Sea coast were generally weak except for the northern coastal location of Suo-nada (Fig. 4a, c). In general, the Seto-MM5 model overestimated the mean wind at several AMeDAS observatories (Fig. 4a) while the MSM underestimated the mean wind at most observatories (Fig. 4c). The strong westward mean wind along the northern coast of Suo-nada is reproduced by the Seto-MM5 but not found in the MSM results.

The major axes of the diurnal wind ellipses are perpendicular to the coastline at most observatories (Fig. 4b, d), a feature of the sea/land breeze. The lengths of the ellipse’s major axes at the observatories indicate a large spatial variation in the magnitude of the diurnal wind variations. For example, the diurnal wind variations were apparent along the south coast of Suo-nada, but weak along the northern coast. The Seto-MM5 reproduced well the features of the diurnal wind variations (Fig. 4b) while the MSM apparently underestimated the magnitude of the diurnal wind variations (Fig. 4d).

Generally, the sea/land breeze over land weakens with distance from the coast; this feature is demonstrated by the magnitudes of the diurnal wind variations, which were calculated using both observations and model results (Seto-MM5 and MSM) at all the AMeDAS observatories in the D3 domain, versus the distance from the coast (Fig. 5). The observations for AMeDAS suggest that the penetration distance of the sea/land breeze to the land during the simulation period was approximately 20 km, within which the magnitude of the sea/land breeze fell sharply in the area over a distance less than 5 km from the coast. The Seto-MM5 model reproduced a strong diurnal variation of wind speed over the area close to the coast but overestimated the diurnal variation for the area greater than 5 km from the coast. The MSM failed to reproduce the strong diurnal variations of wind over the area close to the coast.
3.3 Sensitivity Experiments

In order to examine the influence of the SST and the SST gradient on the wind fields calculated by the Seto-MM5, two additional experiments were carried out. One used a uniform SST of 296 K (CSST case) and the other 300 K (WSST case). The two values of SST represent the lowest and highest SSTs in our study area. In two additional experiments, only the SST in the D3 domain was changed while the other model parameters, as well as the initial and boundary conditions, were the same as in the control simulation using realistic SST (MSST case). Since the change of the SST affects both the mean and diurnal components of the wind fields, we again used the harmonic analysis to separate them.

There was little change in the direction of the mean winds among the three cases, while the change was relatively apparent in the magnitude of the mean winds (Fig. 6a, c, e). A strong southerly or south-easterly wind can be found over the area from the Bungo Channel.
Tidal Fronts on Coastal Winds Over an Inland Sea

Fig. 5  Reduction in the diurnal variation magnitude in surface winds (ordinate) with distance from the coast (abscissa) as given at all AMeDAS observatories in the D3 domain for the results of Seto-MM5 (red crosses), those of MSM (black stars) and the observations (blue dots)

to Suo-nada. Its magnitude over the northern part of Bungo Channel and south-western part of Iyo-nada is larger in the WSST case (Fig. 6c) than in the other two cases. The low SST associated with the tidal front in the MSST case and the low SST itself in the CSST case weakened the winds over those areas. The south-easterly wind in Suo-nada is stronger in the MSST case than in the WSST and CSST cases, suggesting a possibility of acceleration in the MSST case as the air flows from cold to warm water. In the next section, we discuss this possibility by examining the change in the terms in the momentum equations with SST variations.

The magnitudes of diurnal components in the wind field from the MSST case (Fig. 6b) suggest that there are apparent diurnal variations with a magnitude larger than 2 m s$^{-1}$ from the Bungo Channel towards Hiroshima Bay along the eastern part of Iyo-nada, whereas the mean wind is relatively weak. It is therefore expected that the wind changes direction from daytime to nighttime in these areas where the magnitude of the diurnal components are larger than the mean wind speed. The diurnal variation is generally weak over Suo-nada and can therefore affect only the wind speed there. It is worth noting that the apparent diurnal variation (>2 m s$^{-1}$) of wind speed occurs in a larger range (>10 km offshore) over the sea than over the land (<10 km from the coast, Fig. 5).

Compared with the CSST case (Fig. 6f), the WSST case expanded the area where the magnitudes of the diurnal component are larger than 2.5 m s$^{-1}$. Such intensification is apparent over the Bungo Channel, the western part of Iyo-nada and Aki-nada (Fig. 6d). Differences in the diurnal variations between the MSST and CSST cases are not as apparent as the difference between the CSST and the WSST case. Therefore, the influence of SST itself on the diurnal wind variations is more important than that of the SST gradient due to the tidal front.

In summary, the Seto-MM5 reproduced well the spatial variation of mean winds and the diurnal wind variations in the Seto Inland Sea for a typical summer weather condition. Based on the Seto-MM5, the influence of SST variations due to a tidal front on the surface winds was examined with additional two sensitivity simulations, in which high and low uniform SST was specified, respectively. Comparison of two sensitivity simulations with the simulation
Fig. 6  Mean near-surface winds from the MSST case (a), from the WSST case (c) and from the CSST case (e); the magnitude of diurnal variation in near-surface winds from the MSST case (b), from the WSST case (d), and from the CSST case (f). Shaded colours in the left panels denote the mean wind speeds. The contour interval for all panels is 0.5 m s$^{-1}$

using realistic SST indicated that the tidal front had significant influences on the mean winds over the sea. The presence of SST gradient around the tidal front had apparent influences on the mean surface wind speed. The mechanism responsible for the change in mean surface winds is further discussed below.
4 Dynamical Analysis and Discussions

The sensitivity analysis suggests an influence by both SST and SST gradients on the mean near-surface wind (Fig. 6a, c, e). To understand the physical processes that affect the response of the mean winds to the change in SST, we examined the terms in the momentum equations. Since the northward wind component is the major surface wind component across the tidal front, we focused on the northward wind component in the following discussion. The same procedures can be applied to the eastward wind component.

In terms of terrain-following $\sigma$ coordinates $(x, y, \sigma)$, the horizontal momentum equation of MM5 for the northward component $(v)$ is:

$$\frac{\partial v(t)}{\partial t} = P + A + C + R + VD + HD,$$

where $t$ is time, and $P$, $A$, $C$, $R$, $VD$ and $HD$ denote the terms of perturbation pressure gradient, advection, Coriolis force, curvature effect, vertical diffusivity and horizontal diffusivity, respectively. Detailed expressions for these terms are:

$$P = -\frac{m}{\rho} \left( \frac{\partial p'}{\partial y} - \sigma \frac{\partial p^*}{\partial y} \frac{\partial p'}{\partial \sigma} \right),$$  

$$A = -u \frac{\partial v}{\partial x} - v \frac{\partial v}{\partial y} - \dot{\sigma} \frac{\partial v}{\partial \sigma},$$

$$C = -fu + \epsilon w \sin \alpha,$$

$$R = -u \left( \frac{\partial m}{\partial y} - \frac{\partial m}{\partial x} \right) - \frac{vw}{r_{\text{earth}}},$$

where $m$ is a map-scale factor, $\rho$ is density, $p^*$ is the reference pressure defined as the pressure difference between the surface and top of atmosphere, $p'$ is perturbation pressure; $u$, $v$ and $\dot{\sigma}$ respectively denote eastward, northward and vertical velocity under the $\sigma$ coordinates, $f = 2\Omega \sin \lambda$ and $\epsilon = 2\Omega \cos \lambda$, in which $\lambda$ is latitude, $\Omega$ is the rate of the earth’s rotation, $\alpha = \phi - \phi_c$, $\phi$ is longitude, and $\phi_c$ is the central longitude of the model domain; $r_{\text{earth}}$ is the Earth’s radius. Detailed expressions of $VD$ and $HD$ are not explained here but can be found in detail in Hong and Pan (1996).

4.1 Responses of Mean Wind and Forcing Terms to Variations in SST

The mean northward wind speed $V$ during the simulation period (48 h) can be expressed as,

$$V = \frac{1}{n} \sum_{m=1}^{m=n} v_m = \frac{1}{n} \sum_{m=1}^{m=n} \left( v_0 + \Delta t \sum_{i=1}^{i=m} F_i \right) = v_0 + \frac{\Delta t}{n} \sum_{i=1}^{i=n} (n - i + 1) F_i m,$$

where $m$ is the index of the integration step, $n$ is the number of total integration steps during the simulation period, $v_m$ is the northward component of winds at an integration step $m$, $\Delta t$ is the timestep, $v_0$ is the initial value, $F$ is the sum of the right-hand side terms in Eq. 4 at each timestep. The difference in the mean wind speed from its initial value is expressed as,

$$V - v_0 = \frac{\Delta t}{n} \sum_{i=1}^{i=n} (n - i + 1) F_i = SF.$$
According to Eq. 7, the difference of the mean northward wind speed from its initial value arises from $SF$, in which $S$ is the arithmetic calculation in Eq. 7 whereas $F$ is replaced by the right-hand side terms in Eq. 4. Consequently, $SF$ includes the contribution from the terms of the perturbation pressure gradient ($SP$), advection ($SA$), Coriolis force ($SC$), curvature effect ($SR$), vertical diffusivity term ($SVD$) and horizontal diffusivity ($SHD$). During the simulations, each of the right-hand side terms in Eq. 4 was saved at every timestep and the arithmetic calculations in Eq. 7 were then carried out. From the examination of each term in $SF$, we determined which term was important in the wind development from the initial value. Furthermore, since the initial values $v_0$ were the same in the three cases of WSST, CSST and MSST, the difference in the mean northward wind component could be directly related to the response of the forcing terms in $SF$. 

Fig. 7 Differences of the mean northward wind speed from the initial values in the WSST case (a). Difference in the mean northward wind speed $ΔV$, of the perturbation pressure gradient term $ΔSP$, and of the vertical diffusivity term $ΔSVD$ between the MSST case and the WSST case (b, d, f), and between the CSST case and the WSST case (c, e, g). The wind curls near the coast (within two grids, 6 km from coast), where the variation was significantly influenced by the land, are not shown in d, f. The forcing terms in each case were calculated by the right-hand side of Eq. 7. Units are in m s$^{-1}$ in all panels. Black line in a denotes a cross-section along which the vertical structure of potential temperature, perturbation pressure and northward wind speed are given in Figs. 10, 11, 12 and 14.
The differences of the mean northward wind components from the initial values in the WSST case (the difference between Figs. 6c and 2c) are the development of the northward wind speed over the entire domain (Fig. 7a). The mean northward wind speed is weaker in the MSST case than in the WSST case (Fig. 7b). Such a reduction in the mean northward wind speed is attributed mostly to the negative difference in the perturbation pressure gradient term between the two cases (Fig. 7d). The CSST case also simulated a weaker mean northward wind speed than did the WSST case (Fig. 7c). Such a change in wind speed is partly caused by the negative difference in the perturbation pressure gradient term (Fig. 7e) and partly from the negative difference in the vertical diffusivity term at the Bungo Channel (Fig. 7g). Since the advection and Coriolis forces are directly affected by the wind speed variation rather than by variation of the underlying SST, and the curvature effect and horizontal diffusion were much smaller than the other terms, these forcing terms will not be discussed in detail.

Although both the perturbation pressure gradient term and vertical diffusivity term likely contribute to the variation in surface wind speed (Fig. 7), their effects were different (Fig. 8). The difference in the mean northward wind speed ($\Delta V$) between the MSST case and the WSST case has an apparent positive linear relationship with the difference in the perturbation pressure gradient term ($\Delta SP$) (Fig. 8a), and has a negative linear relationship with the
Fig. 9  Histogram of the occurrence frequency for the ratio of the difference in vertical diffusivity term \( \Delta SV D \) to the difference in the perturbation pressure gradient term \( \Delta SP \) between the MSST case and the WSST case (a); between the CSST case and the WSST case (b). The ratio was calculated from the values given in Fig. 8. The abscissa denotes the range of ratio and the ordinate denotes the occurrence frequency. There are ten ranges for the ratio from \(-5\) to \(5\) with an interval of one as shown in the abscissa.

difference in the vertical diffusivity term (\( \Delta SV D \)) (Fig. 8c). The same positive and negative linear relationships can also be confirmed between the CSST case and the WSST case (Fig. 8b, d). The Fisher–Snedecor \( F \)-test was used to further examine the significance of the linear regressions in Fig. 8. For the significance level \( \alpha = 0.01 \), the critical value of the determination coefficient is \( 4.6 \times 10^{-4} \) for the sample number (\( n = 14277 \)) in Fig. 8. Therefore, the linear regressions in Fig. 8 were significant because the determination coefficients in Fig. 8 were much larger than the critical value.

Two new variables were defined to further examine the relative importance of perturbation pressure gradient and vertical diffusivity terms. The ratio of the perturbation pressure gradient term to the vertical diffusivity term was defined as \( \eta = \Delta SV D / \Delta SP \). The occurrence frequency of the ratio was defined as \( f(\eta) = \gamma / \zeta \), where \( \zeta \) is the total number of sea-grid points at which \( \eta \) was calculated; \( \gamma \) is the number of grid points where \( \eta \) is within a given range. The occurrence frequencies of the ratio from \(-5\) to \(5\), with an interval of \(1\), are presented in Fig. 9. Beyond the range from \(-5\) to \(5\), the occurrence frequency is small enough to be neglected.

The occurrence frequency in the range \(-1 < \eta < 0\) was over \(40\%\) (Fig. 9), suggesting that for over \(40\%\) of the total sea surface, the difference in vertical diffusivity has an opposite sign to, but smaller magnitudes than, the difference in the perturbation pressure gradient. The occurrence frequency in the range \(|\eta| < 1\) was larger than \(60\%\) (Fig. 9a, b), indicating
4.2 Response of Vertical Structure to Variations in SST

To understand the extent to which the SST affects the vertical structure of the marine atmospheric boundary layer, we examined the vertical distributions of several variables along a section across the tidal front (Fig. 7a).

According to the vertical distribution of the potential air temperature along a cross-section, the air is well mixed in the WSST case (Fig. 10a) and the mixed layer reaches a height of over 200 m. In the MSST case, the mixed layer is over 200 m in depth in the southern high SST area, nearly disappears over the central low SST area, and then redevelops in the northern area, for which the difference in vertical diffusivity is generally smaller than that in the perturbation pressure gradient, is over 60% of the total sea surface.

Therefore, the perturbation pressure gradient is more effective than diffusivity in modifying the sea-surface wind.
high SST area (Fig. 10b). The mixed layer nearly disappears in the CSST case, giving an apparent stable stratification along the cross section (Fig. 10c).

The air inside the mixed layer was heated by warm sea water with high SST in the WSST case. The surface potential temperature in the WSST case (~298.5 K) was lower than the underlying SST (~300 K), but that in the CSST case (~295.5 K) was close to the underlying SST (~296 K). The positive air-sea temperature difference in the WSST case produced the largest total flux (the sum of the latent and sensible heat fluxes) from the sea to the air (red line in Fig. 10d) in three cases, which increased the mixed-layer height. The small air-sea temperature difference in the CSST case reduced the total flux from the sea to the air almost to zero (blue line in Fig. 10d), and maintained stratification in the air. The MSST case released nearly the same total flux over the two sides of the cross-section as did the WSST case, but a small or even negative total flux in the central area of the cross-section occurred (black line in Fig. 10d), therefore limiting the development of a mixed layer in that area.

In all three cases, the surface mean perturbation pressure was low in the central area and high on the two sides of the cross-section (Fig. 11a–c). As a result, the northward pressure gradient forcing (Fig. 11d) accelerates the northward wind component from the southern
Fig. 12  Same as Fig. 10 but for the mean northward wind speed (m s$^{-1}$) of WSST case (a), the difference in the mean northward wind speed between the MSST case and the WSST case (b), and that between the CSST case and the WSST case (c). The dashed contour lines in b and c show the reduction of the northward wind speed side to the central area of the cross-section, while the southward pressure gradient forcing decelerates the northward wind component from the central area to the northern side of the cross-section (Fig. 12a). The change in air density with potential temperature affected the surface perturbation pressure distribution and therefore modified the surface winds.

The potential air temperature over the central area of the cross-section was lower in the MSST case than in the WSST case. As a result, the denser air due to a lower potential temperature increased the surface perturbation pressure at the central area and consequently changed the horizontal perturbation pressure gradient. In the southern section, where the air flows from the high SST area to the low SST area, the surface perturbation pressure in the MSST case was nearly the same as that in the WSST case over the high SST area, but it increased over the low SST area (Fig. 11b). Such variations in the MSST case weakened the northward pressure gradient forcing (Fig. 11d, 32.8°N–33.3°N), as well as an increase of the northward surface wind speed, which resulted in a lower northward surface wind speed over the southern tidal front than in the WSST case (Fig. 12b). In the northern area where the air flows from low to high SST area, the increase in SST from the central to the northern area weakens the southward pressure gradient forcing (Fig. 11d, 33.5°N–33.8°N) as well as a decrease of the surface northward wind speed. Therefore, the surface northward wind speed is a little larger in the MSST case than in the WSST case (Fig. 12b).

A similar explanation can also be applied to the CSST case. Denser air in the CSST case increased the surface perturbation pressure through the cross-section, and changed the horizontal gradient of the surface perturbation pressure. In the southern area of the cross-section,
the northward pressure gradient forcing was weaker in the CSST case than in the WSST case (Fig. 11d, 32.8°N–33.3°N). Consequently, the acceleration of the northward wind from the southern to the central area was weaker in the CSST case than in the WSST case. At the northern side of the cross-section, the southward pressure gradient forcing was stronger in the CSST case than in the WSST case (Fig. 11d, 33.5°N–33.8°N) and therefore deceleration was stronger in the CSST case than in the WSST case. As a whole, the surface northward wind component was weaker in the CSST case than in the WSST case (Fig. 12c).

In addition to the change in pressure gradients with SST, the vertical profile of the wind speed also corresponded to the development of the mixed layer, which was strongly affected by the underlying SST. The maximum northward wind speed occurred at a height of approximately 200 m. Below this, the WSST case produced a well-mixed wind-speed profile at the cross-section (Fig. 12a) while the CSST case produced strong shear as implied by the differential reduction in wind speed in the vertical direction (Fig. 12c). In the MSST case (Fig. 12b), the wind speed profile was well-mixed over the high SST area but sheared over the low SST area.

The variations in SST (Fig. 2b) include two parts: the first is for a slow change from the offshore to the inland sea, and the second is the abrupt change near the Hayasui Strait due to the presence of the tidal front. Since the SST used in the MSST case is an average of data from 1964 to 1993, it may weaken the intensity of the tidal front. In order to examine the influence of tidal front intensity on the near-surface winds, we carried out two additional simulations in which only the abrupt SST change near the tidal front was artificially modified. One simulation used the MSST without the tidal front at the Hayasui Strait (Fig. 13a, MSST_NF in short), the other used the MSST with an enhanced tidal front at the strait (Fig. 13b, MSST_IF in short). The two additional simulations confirmed that the presence of the tidal front weakens the winds in the area upwind of the front and intensifies the winds downwind of the front (Fig. 14b). Moreover, this effect is likely in proportion to the intensity of the tidal front (Fig. 14b, c).
A regional numerical model of the atmosphere, referred to as Seto-MM5, was configured for an inland sea in Japan to examine the influence of variations in SST associated with a tidal front on the surface winds. The Seto-MM5 reproduced well the spatial variation in mean winds, and captured the essential features of diurnal variation in winds, i.e., sea/land breeze, which were also confirmed in observations.

Comparison of two sensitivity simulations, which used spatially uniform high and low SSTs, along with the control simulation using realistic SST, indicated that the mean winds over the sea were affected by both the SST magnitude and its horizontal gradient, while variations in diurnal winds over the sea were affected more by the SST magnitude than by its gradient. Among the results from the three simulations, the direction of the mean winds showed little difference but the magnitude of the mean winds showed apparent differences. The simulation with high (low) SST gives strongest (weakest) mean winds over most areas. The simulation with realistic SST gave a weak mean wind over the area upwind of the tidal front and a strong mean wind downwind of the front, suggesting that the presence of the tidal front likely decelerates the mean winds in the upwind area and accelerates the mean winds in the downwind area.

The changes in the terms of the momentum equations with variations in SST show that the variation in the perturbation pressure gradient is the dominant factor determining the response...
of surface winds to variations in SST. The vertical diffusivity operates as the secondary factor in changing the surface wind. Variations of other terms in the momentum equations depended closely on the modification of the surface winds but not on the SST and therefore were not discussed in detail.

The perturbation pressure was thermally related to the underlying SST. When the air flows from a high SST area to a low SST area, i.e., entering a tidal front, the air progressively becomes cooler and its density increases. The denser air increases the surface perturbation pressure, which induces an additional pressure gradient force with a direction from the low SST area to the high SST area, and therefore weakens the surface wind speed upwind of the front. On the other hand, when the air flows from a low SST area to a high SST area, i.e., departing a tidal front, the situation is reversed and the surface wind downwind of the front is intensified.

Although the spatial scale of SST fronts in this study are much smaller than that used by Song et al. (2006), our results are consistent with their conclusion that the perturbation pressure gradient is the dominant force modifying surface winds over a SST front. In this sense, our study expands on their results to the relationship between summer coastal winds and tidal fronts. However, because of the small scale of the tidal front, the deceleration and acceleration of the surface winds in the areas upwind and downwind of the front are weaker than those occurring over fronts in the open ocean.
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